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Abstract—With the fast growth of mobile edge computing
(MEC), the deep neural network (DNN) has gained more opportu-
nities in application to various mobile services. Given the tremen-
dous number of learning parameters and large model size, the DNN
model is often trained in cloud center and then dispatched to end
devices for inference via edge network. Therefore, maximizing the
cost-efficiency of learned model dispatch in the edge network would
be a critical problem for the model serving in various application
contexts. To reach this goal, in this article we focus mainly on
reducing the total model dispatch cost in the edge network while
maintaining the efficiency of the model inference. We first study
this problem in its off-line form as a baseline where a sequence
of n requests can be pre-defined in advance and exploit dynamic
programming techniques to obtain a fast optimal algorithm in time
complexity ofO(m2n) under a semi-homogeneous cost model in a
m-sized network. Then, we design and implement a 2.5-competitive
algorithm for its online case with a provable lower bound of 2 for
any deterministic online algorithm. We verify our results through
careful algorithmic analysis and validate their actual performance
via a trace-based study based on a public open international mobile
network dataset.

Index Terms—Cost efficiency, deep neural network, mobile edge
computing, model sharing, online algorithm.

I. INTRODUCTION

W ITH the fast growth of smart devices and ubiquitous
sensors, massive amounts of data are being generated in

edge network [1]. Meanwhile, the exponential multiplication of
data is also driving the rapid development of the deep neural
network (DNN) model for wide uses in our daily lives [2],
[3], [4]. However, if such a large amount of data were always

Manuscript received 9 October 2022; revised 14 February 2023; accepted 17
February 2023. Date of publication 22 February 2023; date of current version 8
August 2023. This work was supported in part by the Key-Area Research and
Development Program of Guangdong Province under Grant 2020B010164002
and in part by the Science and Technology Development Fund of Macao S.A.R
(FDCT) under Grant 0015/2019/AKP. Recommended for acceptance by H.
Karatza. (Corresponding author: Yang Wang.)

Hao Dai, Jiashu Wu, Yang Wang, and Yong Zhang are with the Shenzhen
Institute of Advanced Technology, Chinese Academy of Sciences, Shenzhen
518055, China, and also with the University of Chinese Academy of Sciences,
Beijing 100049, China (e-mail: hao.dai@siat.ac.cn; js.wu@siat.ac.cn; yang-
wang5@msn.com; zhangyong@siat.ac.cn).

Jerome Yen is with the Department of Computer and Information Science,
Faculty of Science and Technology, University of Macau, Taipa, Macau 999078,
China (e-mail: jeromeyen@um.edu.mo).

Chengzhong Xu is with the State Key Lab of IoTSc, Department of Com-
puter Science, University of Macau, Taipa, Macau 999078, China (e-mail:
czxu@um.edu.mo).

This article has supplementary downloadable material available at
https://doi.org/10.1109/TSC.2023.3247049, provided by the authors.

Digital Object Identifier 10.1109/TSC.2023.3247049

shipped to cloud center for model processing, traditional cloud
architecture would suffer from considerable challenges in com-
munication, storage, and computation [5]. Much worse, many
new types of applications (e.g., cooperative autonomous driving)
have fairly strict latency requirements, which would generate
an additional burden to the center. Therefore, an alternative
computational paradigm—mobile edge computing (MEC) [6],
[7], [8]—is advocated, which allows the deployment of the
computation in proximity to user equipment (UE) for the time
bounded responses [9]. With MEC, the DNN workloads can
be (partially) pushed to the edge of the cloud network, which
in turn could effectively mitigate the strict requirements on the
communication, and consequently, fully unleash the potentials
of edge computing for cost reduction [10], [11].

However, given the large number of model parameters, high
model computational loads, and heterogeneous capacities of
different computing platforms, fulfilling the requirements of
the DNN model processing in the edge network is not a trivial
matter [12]. First, for the mobile device, due to its constrained
resources [13] and finite amount of generated data, the model
training, in general, cannot be fully deployed on it. Second, for
the edge server, although installed close to users, its computa-
tional capacity is still relatively low, compared to the cloud,
to train the DNN models for serving, not only in terms of
efficiency but also in regards to coverage area. Therefore, fully
deploying DNN model to share in the edge servers, in our
opinion, is not always effective. Finally, for the cloud, it is
usually far from mobile devices and incurs long time latency
in its service path, which could compromise the quality of
time-bounded services. As such, given these issues, it is not
reasonable to place the entire DNN model computation in a sin-
gle place. Instead, we are in favor of combining the advantages
of both cloud and edge to collaboratively complete the DNN
task.

To address the foregoing issues, at present, the mainstream
of DNN deployment mode in the edge is so-called In-Cloud
Training and In-Edge Co-inference (ICIE), which means the
model training is accomplished in the cloud while the model co-
inference is conducted between the edge and mobile device [10],
[14]. This mode can work as part of the model serving process
with some distinct merits. On the one hand, given large compute
resources, the model can be continuously trained and updated in
the cloud based on the data generated from edges and devices. On
the other hand, the trained model can be dispatched to the MEC
server, which facilitates its download to the mobile device for
inference in two aspects: 1) the model cached in the MEC server
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can be effectively syned with the one in the cloud to ensure the
correct inference made by the devices; 2) the updated model can
be cached, replicated, and transferred between the MEC servers
in the edge network to support the model sharing between the
mobile users in a wide area.

Although it is crucial to the exploitation of the full strength
of DNN in a wide range of applications, the ICIE mode has not
been fully exercised or studied in existing solutions where the
mode is only used to dispatch the updated DNN directly from
the cloud center to the mobile terminals without resorting to the
edge network [15], [16], [17] or with the edge network, it is often
in lack of theoretical analysis on the service cost-efficiency [18],
[19].

In this paper, we intend to fill in void by studying from an
algorithmic point of view: how cost efficient it is for the model to
be dispatched from the cloud to multiple edge sites for inference,
which is defined in our context as a model sharing problem in
the edge network.

Superficially, the sharing problem described bears certain
similarities to the Content Delivery Network (CDN) [20], [21].
However, they have essential differences in several aspects. First,
the existing CDN solutions rarely take the interplay between the
edge servers and the cloud center into account, as well also lack
relevant theoretical analysis. Second, since the model performs
long-term training continuously based on newly generated data,
handling in-place updates is a crucial issue in the DNN model
sharing problem, which is often missing in conventional CDN
where the delivered contents are often static [22]. Since we
usually only share and update the serialization of model param-
eters, the transmission cost of this part is generally homogenous,
making this issue worth discussing separately from conventional
cache problems. Last, the mainstream CDN algorithms, espe-
cially for those learning-based algorithms [9], [18], [21], require
a lot of experience to train a scheduling model, resulting in bare
compatibility with generalized real-world scenarios. Given these
differences, the model sharing problem in our case is much more
complicated and imposed great challenges, compared to CDN.

In this paper, we study the model sharing problem based on
the ICIE deployment mode to maximize the cost-efficiency for
the DNN model serving in a crowd of geographically dispersed
mobile users. More specifically, we study the problem of sharing
a trained model, pulled from the cloud, in an edge network by
caching or transfer, with possible multiple copies, in a collection
of cache servers in the edge so that the overall cost of the time-
series requests to it is minimized. We investigate the sharing
problem in both off-line and online forms based on an often-used
semi-homogeneous cost model [23]—all pairs of cache nodes in
the edge network have the same transfer cost, but each cache
node has its own caching cost rate.1 The rationale behind this
model is that it is often adopted in the settings where the billing
rates of the edge resources are partially fixed across its different
edge servers in a region as studied in [6], [24].

The off-line form is defined to model the case that a stream of
requests to a shared model can be predicted prior to the sharing

1Note that the cost can be a very general concept, it can refer to the time
latency, monetary cost, or others, depending on how the cost is defined.

of the model. This is particularly true when some model is
accessed regularly among a set of network nodes. However, the
off-line form is usually ideal. A more practical situation is that
the request sequence is unpredictable. The online algorithm can
cope well with this case by serving the incoming requests in a
timely manner with minimum cost. In this paper, we first design
a fast optimal off-line algorithm for the predictable case and
then propose our 2.5-competitive online algorithm to tackle the
unpredictability in the more practical case. We provably achieve
these results with deep insights into the problem and careful
analysis of the solution algorithms. Note that our algorithms are
generic enough, it is not designed for any particular type of DNN
model, thus is applicable to all kinds of DNN models as long as
they can be stored in a data file (e.g., PMML [25] and PFA [26]).

In summary, we made the following contributions in this
paper:
� We present a dynamic programming-based optimal algo-

rithm for the model sharing problem that can minimize the
total transfer and caching costs within O(m2n) time for
the off-line case, here m represents the number of nodes in
the network, while n is the length of the request stream.

� Our online algorithm for this problem is designed by
extending the anticipatory caching idea [27] whereby a
2.5-competitive ratio as well as its tightness are also ob-
tained by giving a lower bound of the ratio as 2 for any
deterministic online algorithm.

� With the proposed off-line and online algorithms, we ex-
tend the synchronizing mechanism to support the active
model update from the cloud center, and show that the
extended mechanism does not impact the theoretical bound
of the algorithm.

� We validate our results through an intensive trace-based
empirical study, whose results reveal our algorithms are
cost-efficiently feasible and practical in reality.

The organization of the paper is as follows: we introduce
some background knowledge and related work regarding the
DNN model serving and the mobile edge network in Section II.
We describe the formulation and notation of the model sharing
problem in Section III and propose an off-line algorithm and
an online algorithm with their critical analysis in Section IV.
We present the simulation studies to validate our findings in
Section V, followed by the conclusion of the paper in the last
section.

II. BACKGROUND KNOWLEDGE

In this section, we introduce some background knowledge to
help understand our work, and then show the motivation of our
work.

A. DNN Model and its Serving

A deep neural network (DNN), as one of the most cutting-edge
machine learning techniques, is typically composed of multiple
layers between the input and output layers. It is often used to
mimic the workings of the human brain in processing data for
successful use in many applications, including object detection,
speech recognition, language translation, and decision making.
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Fig. 1. The architecture of model serving. The model source and storage,
allocated on edge servers, are requested by the UE, which leverages the current
model to make inferences based on the data from the data source. The model on
the edge servers is periodically synchronized with the one updated in the cloud.

A DNN model is fully characterized by its layer’s components,
in particular, the weight parameters.

In general, the DNN model applications consist of two phases:
model training and model serving. The model training in general
is a procedure in deep learning that creates a designed model
by estimating its parameters from a large number of training
samples and in our particular case it typically learns the weights
for each pair of connected neurons using some iterative meth-
ods [10].

In practice, the trained model is often recorded in standardized
document-based intermediate representation (i.e., PMML [25]
and PFA [26]) and then used to serve in data-processing context
by following a certain model serving framework as shown in
Fig. 1. The inputs of the serving framework are from two data
streams: one containing the data that needs to be scored, and the
other containing the model updates, which are either from the
model data blob itself or from the reference to the model data in
a database or a file system. The stream engine uses the current
model for the actual scoring in memory and delivers the scoring
results as inference outputs to its users. Since it is represented as
data rather than code, the DNN model in general and its weight
parameters in particular can be manipulated as a special type of
data, which is fundamental for our proposed algorithms.

B. Mobile Edge Network

The mobile edge network we considered is part of the cellular
network infrastructure as shown in Fig. 2 where the Radio
Access Network (RAN) covers a wide geographical area, which
is divided into a number of cells, each taking a base station (BS)
as a fixed access point to cover its mobile devices by translating
the radio signals into data packets, which are then routed through
the wired mobile backbone network (CN) to external packet
data networks (e.g., cloud data centers) via packet data network
gateway (P-GW). The inter-connected BSs are typically con-
nected to a Mobility Management Entity (MME) and a Serving
Gateway (S-GW) via different technologies. The MME is used to
handle the control information, including mobility management
and authentication functions, for the mobile terminals while the
S-GW is deployed to process the data information, such as data
packet routing/forwarding and handover management.

Fig. 2. Mobile edge network where MEC servers are integrated with RAN
to perform edge computing. The inter-connected BSs are connected to a Mo-
bility Management Entity (MME) and a Serving Gateway (S-GW) via different
technologies (e.g., microwave or landlines).

The mobile edge is created on the edge of the networking
infrastructure, where a number of MEC servers (also called edge
server or server thereafter) are deployed in close proximity of
the BSs, each being physically attached to one edge server that is
inter-connected with others via a Hub Node as shown in Fig. 2.

C. DNN Serving in Edge Network

The mobile-edge based infrastructure is aligned well with
the model serving framework. One can train the DNN model
in the cloud center and dispatch the trained model to the edge
servers, which are capable of manipulating it directly at the edge
network in terms of caching, replication and transfer with the
minimum service cost to serve the stream engine in each mobile
device. Note that this serving process is not a one-off, rather, it
is repeated when the model is updated in the cloud to adapt to
the new settings [28]. As such, the models cached in the edge
network, also in the mobile device, need to be synced with the
one in the cloud for the correctness of the inference.

Overall, the mobile edge can take the place of the cloud to
some extent to facilitate latency-sensitive services. Additionally,
the mobile edge can also interplay with the cloud to deliver cost
effective, ubiquitous and scalable mobile services for inference
applications. Consequently, the success of this computing mode
is largely dependent on the cost efficiency of sharing the model
among multiple edge sites for inference.

III. MODEL SHARING PROBLEM

In this section, we formulate the model sharing problem with
respect to the mobile edge network described in Fig. 2. To
this end, we first model the edge network into a system model
whereby the sharing problem is formulated based on a defined
cost model, and its complexity is also analyzed. For quick
reference, we summarize the frequently used symbols in Table
1 in Appendix, which can be found on the Computer Society
Digital Library at http://doi.ieeecomputersociety.org/10.1109/
TSC.2023.3247049.
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A. System Model

As shown in Fig. 2, a mobile edge network is composed of m
networked edge servers S = {s1, . . . , sM} that can collaborate
with cloud center s0 to carry out well defined computational
tasks to serve a large number of mobile devices, connecting to
the eNodeB of a selected edge server.

In particular for the DNN model serving, according to the
ICIE deployment, the model training is conducted in the cloud
by periodically using the newly generated data, while the model
inference is accomplished by mobile devices. To this end, the
edge server in this deployment often acts as a dual role. On the
one hand, it communicates with the cloud to download (pull)
the updated model, and on the other hand, it works as a relay
cache server, which is used to cache and transfer the model
inside the network for its cost-efficient dispatch on demands to
mobile devices. The mobile device asks for the updated model by
sending syn-requests to a specific edge server in its own period.

As the billing rates of edge server vendors are currently fixed
in terms of network transmission2, in this paper, we regard the
transfer cost as a constant concerning the data size of the DNN
model. Therefore, in some realistic settings, we can simplify
the cost model to be semi-homogeneous, in which the transfer
cost and the pull cost are denoted as λ and β, respectively.
Furthermore, since deletion is instantaneous on the edge server,
we can assume that the deletion costs are trivial and can be
ignored in the system model.

Based on the defined cost model, we can explicitly define four
operations as well as their associate costs for the model sharing
in the edge network as follows:
� Caching: θs

m μmδti,j
=⇒ θs

m, δti,j = tj − ti, caching model
θ from sm from ti to tj .

� Transfer: θs
q λ
=⇒ θs

m, transferring model θ from server
sq to server sm while keeping the model at sq .

� Pull: θs
0 β
=⇒ θs

m, pulling model θ from cloud center s0

to server sm.
� Deletion: θs

m 0
=⇒ sm, removing model θ at sm.

As thus, the edge servers in the network can receive n random
syn-requests, each being made at any time instance, denoted as
R = {r0, . . . , rn}, where request ri = (ei, ti), ei ∈ S, repre-
sents that ri is made from server ei at time ti. Thus, for a request
sequence as shown by black dots in Fig. 3, the four operations
are combined to serve it: a) caching the model on edge server
(black line); b) transferring the model to other edge servers (blue
line); c) pulling the updated model from the cloud (red line); d)
deleting the model from edge servers (vertices at the end of each
horizontal Line).

B. Problem Formulation

With the system model, we can further describe how to
formulate the sharing problem with an attempt to reduce the
sharing cost through scheduling in the sequel.

2Say, the cost model from Bell Network charges $0.3078 for transferring
1GB over its OC3 link [29]

Fig. 3. An example of a standard schedule for a pre-defined request sequence.
The black dots represent requests, and the black lines represent caching that
end on request, while the blue and red lines represent transferring and pulling,
respectively. .

1) Schedule Model: As stated above, our target is to combine
a set of defined operations for each server to manipulate the
model along the time line so that all the requests are satisfied
with minimal cost. We name such a set as a schedule, which is
defined as follows:

Definition 1 (Schedule). A schedule P is any set of caches,
transfers, and pulls satisfying: 1) the synchronization service is
available for ri = (ei, ti), 0 ≤ i ≤ n; 2) The transferring and
caching only happen when there is at least one edge server
caching the updated model and running the synchronization
service at any time instance. Otherwise, a pulling is incurred.

By following the method in [30], we also describe the sched-
ule using a space-time diagram, where the edges are caching
intervals, transferring, or pulling, and the vertices are requests,
endpoints of either transferring or pulling. More formally, we
have

Definition 2 (Space-Time Graph). We define a space-time
graph as a weighted directed graph G = (V,E,W ). The vertex
set is denoted by V = {vmi | 0 ≤ m ≤ M, 0 ≤ i ≤ n}, where
vertex v ∈ {vmi | ri ∈ R, ei = sm} corresponds to request ri
made on edge server sm at time ti, vertex v ∈ {vmi | ri /∈
R, ei = sm} denotes transfer vertex and v ∈ {v0i | 0 ≤ i ≤ n}
represents pull vertex. The edge set E consists of three subsets:

1) a set of cache edges EC = {(vmj , vmj) | 0 ≤ i < j ≤
n, 1 ≤ m ≤ M};

2) a set of transfer edges ET = {(vqi, vmi), (vmi, vqi) | 0 ≤
i ≤ n,m �= q, and sq, sm ∈ S}, and

3) a set of pull edges EP = {(v0i, vmi) | 0 ≤ i ≤ n, 1 ≤
m ≤ M}.

Combined with the cost model, the edge weights W can be
defined as W (e) = λ for edges e ∈ ET , W (e) = μm(tj − ti)
for edges (vmi, vmj) ∈ EC , and W (e) = β for edges e ∈ EP .

Based on the defined space-time graph, we can make an
observation by following the same arguments in [30] that each
schedule instance has a standard form, which is defined as
follows.

Observation 1 (Standard Form). For any instance of the
graph, there exists at least one optimal schedule in which every
transfer and pull occurs at a request time ti with its output ends
on edge server ei.

Fig. 3 shows a standard form schedule in a space-time dia-
gram, where all the transfers (white dots) and pulls (red dots)
connecting with the requests (black dots) at different edge
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servers. By this example, one can see that the DNN model
sharing problem is equivalent to finding a standard-form tree
in its off-line or online fashion to serve all the requests made
along timeline at the minimum cost on space-time graph G.

2) Formulation and Complexity: Given a scheduleP in stan-
dard form, we can regard its cost as the sum of the edge weights of
the standard form tree. According to the definition of the space-
time graph, the cost of a scheduling P = {EC ∪ ET ∪ EP } can
be denoted as:

C(P) =
∑

(vmi,vmj)∈EC

μm(tj − ti) +
∑

(vmi,vqi)∈ET

λ

+
∑

(v0i,vmi)∈EP

β (1)

Note that there could be many feasible schedules for request
sequence R, we use Γ to represent the feasible schedules for up
to ri. The goal of our problem is to find an optimal schedule P∗,
which can be formalized as follows:

P∗ = argmin
P∈Γ

{C(P)} (2)

This problem is solvable in polynomial time, and we will give
a polynomial optimal algorithm in the next section. However, its
general form with heterogeneous cost model is a variant of the
rectilinear Steiner tree problem [31] and the rectilinear Steiner
arborescence problem [32], both of them are NP-complete. Thus,
it is believed that the model sharing problem is still NP-complete,
but its formal proof is still open [33]. Moreover, due to the lack of
prior knowledge about the request sequence in the online form,
designing a reliable online algorithm with the heterogeneous
cost model is also barely achievable.

Notably, the proposed model is generic enough to adapt to
other appropriate machine learning models than DNN.

IV. SHARING ALGORITHMS

Given the problem definition, in this section we investigate the
sharing algorithm for both off-line and online cases. The off-line
algorithm targets the scenario in which the request sequence is
highly predictable from history and can be available in advance
while in the online case the requests are usually not predictable
and the algorithm for this case is more realistic.

A. An Optimal Off-Line Algorithm

First, given the standard form of schedules, we can define
sub-schedule as follows:

Definition 3 (Sub-Schedule). The sub-scheduleP(j) of P is
a schedule for rj that consists of the set of caching intervals,
transferring and pulling from P required to satisfy all requests
r0, . . . , rj .

Note that the sub-schedule P(j) of the optimal schedule P
may not be an optimal schedule for {r0 . . . rj}, and it may not
be unique.

Based on the concepts presented above, we can further make
an analysis of this problem and then derive our optimal algo-
rithm. To this end, we first obtain a lower bound on the marginal
costs to satisfy each individual request, which is defined by

Definition 4 (Marginal Cost Bound). The marginal
cost bound of request ri on sm is bi = min{αλ + (1−
α)β, μjδp(i),i}, 1 ≤ i ≤ n, here, α = 1 or 0, depending on
whether or not there is an updated model kept in the group of
edge servers.

Given the marginal cost bound, we further have a lower bound
on the total costs to satisfy a request sequence, which is defined
by

Definition 5 (Running Bound). The running bound of the
marginal costs up to request i is Bi =

∑i
j=1 bj .

As a result, for a segment of the request sequence from rj to
ri, its running bound of the marginal costs can be computed as
Bi −Bj , denoted by Bj

i in the sequel.
Definition 6 (Optimal Cost C(i)). We define C(i), 0 ≤ i ≤

n, is the cost of the optimal schedule S∗. When t = t0, it is
necessary to pull the model from the cloud to serve r0, so the
cost of r0 must be β, i.e., C(0) = β.

Our goal is to create a recurrence for C(i) that we can solve
dynamically. To this end, by analyzing the standard form of the
schedule, we can immediately derive the optimality of the trivial
case when the last request is served by pulling from s0(cloud
center).

Lemma 1. IfP∗ is an optimal schedule in which the last opera-
tion is a pulling, thenP(i−1) is an optimal schedule up to request
ri−1 (i.e.,P(i−1) ⊂ P∗), and we have C(i) = C(i− 1) + β.

Proof. If the optimal P∗ ends in a pulling, we can directly
derive the optimality of P(i−1) since in this case caching cost is
more expensive than β.

We now consider the other two non-trivial cases, that is, ri is
served either by transferring or caching. In these cases, the last
transferring or caching involved to serve ri may impact all the
requests made in the caching interval since a caching is extended
from its starting point to ti which allows the requests to re-adjust
the sources of the model (e.g., a caching may be changed to
transferring for cost reduction). As a consequence, no request
rj , 0 < j < i is guaranteed to be optimal for the sub-schedule
of P(i) with respect to the interval [t1, ti−1]. To deal with this,
we define two auxiliary recurrences that help compute C(i).

Definition 7 (Semi-Optimal Cost T (i) and D(i)). We define
T (i) and D(i) to be the semi-optimal cost of a schedule P(i)

that ri is served by transferring and caching on edge server ei,
respectively. Clearly, C(i) ≤ T (i) and C(i) ≤ D(i).

The basic idea of auxiliary recurrence is to establish the
relationships between C(i), certain T (j) and certain D(j) that
has been available, or vice versa, whereby the most recent C(i)
can be computed. To this end, we also define the following
concepts in our algorithm design.

Definition 8 (Feeding Set). For each request ri,
we define its feeding set as F(i) = {rj |ej �= ei, tj <
ti, and rj is the most recent request on ej}.

That is, F(i) is composed of the most recent requests on
each edge server except ei. F(i) designates the set of candidate
models that could be used to satisfy ri via a transfer in the
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Fig. 4. The examples of the case when κj ≤ j and κj > j. The final caching
H(ei, tp(i), ti) impacts the serving path (shown in bold blue line) of the requests
[tp(i), ti−1] in both cases. The cycled vertices represent the requests in F(i).
(a) κj ≤ j. (b) κj > j.

optimal schedule. Given F(i), we further define cover index set
and pivot index for each element in F(i) as follows,

Definition 9 (Cover Index Set). We define the cover index set
πj(i) with respect to each rj ∈ F(i) as

πj(i) = {k|H(ek, tpk
, tk), pk < j ≤ k < i} (3)

here,H(ek, tpk
, tk) represents a caching from tpk

to tk on server
ek.

Definition 10 (Pivot Index). The pivot index κj for rj ∈ F(i)
is defined by either 0 or the maximum in πj(i), depending on
whether or not πj(i) = ∅, i.e.,

κj =

{
max{πj(i)} πj(i) �= ∅

0 otherwise
(4)

The definition of κj �= 0 is important as it signifies the last re-
quest in [tj , ti−1] that is served by the cachingH(eκj

, tp(κj), tκj
)

other than the transfer from H(ei, tpi
, ti), which forms the basis

for the C(i) recurrences. We distinguish two cases: 1) κj ≤ j,
and 2) κj > j, rj ∈ F(i). The first is the boundary case, as
illustrated in Fig. 4(a), which is trivial.

Lemma 2. For the pivot index κj , rj ∈ F(i) as defined in
Definition 10, if κj ≤ j then the optimal restricted cost T (i) =
C(j) + min(μj , μi)δj,i + λ +Bj

i−1.
Proof. C(j) is the minimal cost of satisfying all requests up

to tj . The cost of serving rj at tj is min(μj , μi)δj,i + λ, and
with the caching involved we can satisfy all requests {rk | j <
k < i} by transferring and short caching intervals with a cost of
Bj

i−1. Since the cost of this path is a lower bound of serving these
requests, the total cost is optimal under the stated conditions of
the lemma.

Now let’s examine the case that κj > j. In this case, both
H(eκj

, tp(κj)
, tκj

) and H(ei, tj , ti) are in the final schedule as
shown in Fig. 4(b), then we have

Lemma 3. For κj as defined in Definition 10, if κj �= 0 then
the optimal restricted cost

T (i) = D(κj) + min(μj , μi)δj,i + λ +B
κj

i−1 (5)

Proof. We can construct a schedule up to rκj
that ends up

with a caching. Since D(κj) is a lower bound on the cost of this
schedule, we have D(κj) ≤ C(P(κj)). Since B

κj

i−1 is a lower
bound on adding the requests between tκj

and ti−1, and we
must add min(μj , μi)δj,i to cover the interval [tj , ti]. Then, we
see that D(κj) + min(μj , μi)δj,i +B

κj

i−1 ≤ C(i).

Fig. 5. The examples of the trivial case when κp(i) ≤ p(i) and the non-trivial
case when κp(i) > p(i)(π(i) �= ∅). The final caching H(ei, tp(i), ti) impacts
the serving path (shown in bold blue line) of the requests [tp(i), ti−1] in both
cases. (a) κp(i) ≤ p(i). (b) κp(i) > p(i).

If we start with a restricted optimal schedule to rκj
with

cost D(κj), then we can similarly construct a restricted sched-
ule with a transferring from tj to ti to serve ri at the cost
of D(κj) + min(μj , μi)δj,i + λ +B

κj

i−1, which is greater than
C(i), and then conclude the lemma.

By combining these lemmas, we enumerate all the request
indexes on the interval [tp(i), ti−1] to derive T (i) recurrence as
follows:

T (i)=

⎧⎪⎨
⎪⎩
+∞ −m ≤ i ≤ 0

λ + min
rj∈F(i)

{
C(j) + min(μj , μi)δj,i +Bj

i−1

min
k∈πj(i)

{D(k)+min(μj , μi)δj,i+Bk
i−1}

(6)
Now we establish the relationships between D(i) and certain

C(κj) that have been available. To reach this goal, we first define
πp(i)(i) and κp(i) concerning rp(i), as special cases of Defini-
tions 9 and 10. Afterward, as with the case in computing theT (i)
recurrences, we also distinguish two cases: 1) κp(i) ≤ p(i), and
2) κp(i) > p(i). As the same, the first case is the trivial boundary
case, and an illustrative example of the trivial case is shown in
Fig. 5(a).

Lemma 4. For the pivot index κp(i) ≤ p(i), the optimal re-

stricted cost D(i) = C(p(i)) + μiδp(i),i +B
p(i)
i−1 .

Proof. We can conclude this lemma by following similar
arguments in the proof of Lemma 2.

Now we examine the non-trivial case that κpi
> pi. In this

case, both H(eκp(i)
, tp(κp(i)), tκp(i)

) and H(ei, tp(i), ti) are in
the final schedule, as illustrated in Fig. 5(b). Then we have

Lemma 5. For any κp(i) �= 0, the optimal restricted cost
D(i) = D(κp(i)) + μiδp(i),i +B

κp(i)

i−1 .
Proof. We can conclude this lemma by following the argu-

ments in Lemma 3.
By combining the two lemmas above, we enumerate all the

request indexes in interval [tp(i), ti−1] to deriveD(i) recurrence:

D(i) =

⎧⎪⎪⎨
⎪⎪⎩
+∞ −m ≤ i ≤ 0

min

⎧⎨
⎩
C(p(i)) + μiδp(i),i +B

p(i)
i−1 1 ≤ i ≤ n

min
j∈πp(i)(i)

{D(j) + μiδp(i),i +Bj
i−1}

(7)
Since unit cost μi is heterogeneous on different edge servers,

we find a particular case that the request is served by the path
transferring twice. Specifically, we let smin denote the edge
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Fig. 6. The examples of the cases when rj is served by transferring or caching
(a) and served by double-transferring (b), there are specific paths to serve ri.
In case (a), ej transfers the model to smin at first, and then smin caches it for
a period at the cost of H(smin, tj , ti) before being transferred to ei. In case
(b), smin keeps caching for a period at the cost of H(smin, tj , ti) and then
transfers model to ei. (a) The case when rj is served by transferring. (b) The
case when rj is served by double-transferring.

server with the minimum unit cost. The specific route is to
transfer the model from ej to smin at first and then transfer
it to ei at the time of ti to serve ri, as shown in Fig. 6(a). For
convenience, we call such routes “double-transferring.”

For double-transferring, we can define Semi-Optimal Cost
E(i) for it as well, and establish its relationship with the C(i),
T (i) and D(i) by the following lemma.

Lemma 6. For some rj ∈ F(i), ei = smin and ej �= smin,
the optimal restricted cost E(i) = min(T (j), D(j)) + 2λ +
μminδj,i +Bj

i−1.
Proof. Since μi is heterogeneous, we can construct a case

of μjδj,i > λ + μminδj,i. In this case, we have C(j) + 2λ +
μminδj,i < C(j) + λ + μiδj,i. Therefore, T (i) is greater than
E(i). Similarly, we can prove that C(j) + 2λ + μminδj,i <
C(j) + μiδj,i, D(i) is greater than E(i).

E(i) can be directly superimposed on the new path based on
D(j) or T (j) when ei �= smin and ej �= smin. Besides, there
is another special case when rj is served by E(j), as shown in
Fig. 6(b). In this case, E(i) = E(j) + λ + μminδj,i +Bj

i−1.
Given these analyses, we can complete the recurrence for E(i)

as follows,

E(i) =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

+∞ −m ≤ i ≤ 0

min
rj∈F(i)

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

min(T (j), D(j)) + 2λ + μminδj,i
+Bj

i−1 ej �= smin, ei �= smin

E(j) + λ + μminδj,i +Bj
i−1

ej �= smin, ei �= smin

C(j) + λ + μminδj,i +Bj
i−1

ej = smin

C(j) + μminδj,i +Bj
i−1

ei = smin

(8)
Given these considerations, we can complete the recurrence

for C(i) in terms of the T (i), D(i) and E(i) as follows,

C(i) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

β i = 0

min

⎧⎪⎪⎨
⎪⎪⎩

T (i) 1 ≤ i ≤ n
D(i)
E(i)
C(i− 1) + β

(9)

Algorithm 1: OTSharing-v1 Algorithm.

After considerable analysis, we have the following theorem
for our proposed algorithm.

Theorem 1. Given the semi-homogeneous cost model, the
recurrence algorithm can correctly compute the minimum cost
of the off-line DNN model sharing problem, with the time
complexity of O(m2n).

Proof. The correctness proof can be directly obtained by
combining Lemmas 2 to 6. And during the next pass over
the requests to compute the recurrences, these pointers can
be used to precisely identify each of the intervals required by
(6)–(9) in O(m2), O(m), O(m) and O(1) time, respectively, on
the per-request basis, thus taking at most O(m2n) time for n
requests.

B. 2.5-Competitive Online Algorithm

In this section, we give a 2.5-competitive algorithm for the
online version of this problem. The basic idea is to serve the next
request by keeping an updated model on server ej for a period of
time. As the same in the off-line case, each request can be served
by three methods: caching, transferring, and pulling. Besides, we
can decompose the problem into each edge server to accomplish
the global solution. Since there are two different cost variables
λ and β, without loss of generality, we will discuss and design
the online algorithm in three cases: 1) β ≤ λ; 2) λ < β ≤ 2λ;
and 3) β > 2λ.

1) Case 1: β ≤ λ: In this case, the request won’t be served
by transferring. Instead, the optimal solution will consist of only
caching and pulling. Therefore, we merely need to make a trade-
off between caching and pulling costs. When the cost of caching
is greater than pulling, the algorithm will retrieve the model from
the cloud to the edge server.

Theorem 2. Algorithm 1 is 2-competitive.
Proof. a) If Δt ≤ β

μi
, request ri is served by caching in both

the optimal solution (represented by Optimal in the sequel) and
Algorithm 1, as illustrated in Fig. 7(a). The competitive ratio
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Fig. 7. In case (a), the request is served by caching; in case (b), the request is
served by pulling.

Fig. 8. In case (a), the request is served by caching; in case (b), the request is
served by transferring; in case (c), the request is served by pulling.

(denoted by c.r. in the sequel) is

c.r.(a) =
ALG

OPT
=

μiΔt

μiΔt
= 1 (10)

b) If Δt > β
μi

, request ri is served by pulling with a cost β
in both Optimal and Algorithm 1. After that, edge server ei will
cache the updated model with an extra cost β (Fig. 7(b)). Thus,
the competitive ratio is

c.r.(b) =
ALG

OPT
=

β + β

β
= 2 (11)

For all requests in R, the whole competitive ratio is

C.R.=

∑k1 μiΔt+
∑k2(β+β)∑k1 μiΔt+

∑k2 β
=1+

k2β

k1μiΔt+k2β
≤ 2

(12)
here, k1 and k2 represent the number of instances of each

case.
2) Case 2: λ < β ≤ 2λ: When μjΔt ≤ λ, it’s evident that

serving request by caching is the optimal choice; When Δt
increases to μjΔt > λ and multiple active models are present,
the serving cost would be less costly by transferring than by
caching. Meanwhile, when there are no other updated models,
the best solution is the same as Algorithm 1: request ri should be
served by pulling. Therefore, the improved algorithm is shown
in Algorithm 2.

Theorem 3. Algorithm 2 is 2-competitive.
Proof. a) If Δt ≤ λ

μi
, request ri is served by caching in both

Optimal and Algorithm 2 (Fig. 8(a)), c.r.(a) is

c.r.(a) =
ALG

OPT
=

μiΔt

μiΔt
= 1 (13)

b) If Δt > λ
μi

, and there are updated models on other edge
servers, the Algorithm 2 still caches the model with a cost λ at
first, then serves this request by transferring, while the previous
caching is wasted. By contrast, the optimal choice is serving
this request by transferring without caching, whose cost is λ

Algorithm 2: OTSharing-v2 Algorithm.

(Fig. 8(b)). Thus, c.r.(b) is

c.r.(b) =
ALG

OPT
=

λ + λ

λ
= 2 (14)

c) In the case of c = 0, it’s evident that the request is served
by pulling, and the last active model has been held with a cost β.
On the contrary, Optimal would serve request by pulling without
any caching (Fig. 8(c)), indicating c.r.(c) is

c.r.(c) =
ALG

OPT
=

β + β

β
= 2 (15)

For all requests in R, the whole competitive ratio is

C.R. =

∑k1 μiΔt+
∑k2(λ + λ) +

∑k3(β + β)∑k1 μiΔt+
∑k2 λ +

∑k3 β

= 1 +
k2λ + k3β

k1μiΔt+ k2λ + k3β
≤ 2 (16)

3) Case 3: β > 2λ: When c = 1, Algorithm 2 will store the
model with a cost of β on edge server ei. And it will serve
the request by pulling if the next request time is expired. When
β ≤ 2λ, pulling is guaranteed to be the optimal solution, but
when β > 2λ, due to μi �= μj , the performance of Algorithm 2
is going to be terrible.

As shown in Fig. 9, when Δt = β
μj

±Δt′, the optimal route

for any edge server ej(ej �= smin)) would be: transfer the model
to the server with the minimal caching cost rate, cache the
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Fig. 9. A new optimal solution in case 3. In the case (a), Δt = β
μj

+Δt′; in

the case (b), Δt = β
μj

−Δt′. The optimal solutions are green routes.

Algorithm 3: OTSharing-v3 Algorithm.

model until the subsequent request, and then serve the request by
transferring. Let α = μmin

μmax
, the competitive ratio of Algorithm

2 in this case will be

lim
α→0,Δt′→0

2β

2λ + αβ + μminΔt′
=

β

λ
. (17)

Since β > 2λ, Algorithm 2 cannot give a constant upper bound
of the competitive ratio. To address this issue, we propose a new
bounded online algorithm (Algorithm 3) as follow.

Fig. 10. Two different cases when c = 1. The red line represents the schedule
of the online algorithm. In case (a), the next request is coming before the active
model on smin expired while opposite in case (b).

The major difference between Algorithms 2 and 3 lies in the
condition of deleting the models from edge servers. In Algorithm
3, The only model left will be held with a cost of 2λ on ej , and
then transferred to smin and maintained there with another cost
of β − 2λ.

Theorem 4. Algorithm 3 is 2.5-competitive.
Proof. a) When c �= 1, the competitive ratio of Algorithm 3

is as the same as Algorithm 2, which is at most 2;
b) When c = 1 andΔt ≤ 2λ

μi
, the request is served by caching,

which has been proved optimal.
c) When c = 1 and 2λ

μi
< Δt ≤ 2λ

μi
+ β−2λ

μmin
(Fig. 10(a)), the

cost of algorithm is:

ALG = 2λ + λ + λ + (β − 2λ − μminΔt′) (18)

As illustrated in Fig. 10(a), there are three potential optimal
solutions in this case: solution(a), solution(b) and solution(c).
The competitive ratio is

c.r. =
ALG

min{cost(a), cost(b), cost(c)}

= max

{
ALG

cost(a)
,
ALG

cost(b)
,
ALG

cost(c)

}
(19)

ALG

cost(a)
=

2λ + λ + λ + (β − 2λ − μminΔt′)
λ + λ + 2λ

μmax
μmin + (β − 2λ − μminΔt′)

< lim
(β−2λ−μminΔt′)→0,α→0

ALG

cost(a)
=

4λ

2λ
= 2 (20)

ALG

cost(b)
=

2λ + λ + λ + (β − 2λ − μminΔt′)
β

≤ lim
Δt′→0

ALG

cost(b)
= 1 +

2λ

β
< 2 (21)

ALG

cost(c)
=

2λ + λ + λ + μmin(
β−2λ

μmin
−Δt′)

2λ + μmax(
β−2λ

μmin
−Δt′)

< lim(
β−2λ

μmin
−Δt′

)
→0

ALG

cost(c)
=

4λ

2λ
= 2 (22)

For all the potential optimal solutions, we proof the compet-
itive ratio satisfies that: c.r.′ < 2, hence c.r. = max(c.r.′) < 2
is proved.

d) When c = 1 and Δt > 2λ
μi

+ β−2λ

μmin
(Fig. 10(b)), the cost of

the algorithm is:

ALG = 2λ + λ + β − 2λ + β (23)

Authorized licensed use limited to: Shenzhen Institute of Advanced Technology CAS. Downloaded on September 15,2023 at 07:29:42 UTC from IEEE Xplore.  Restrictions apply. 



2526 IEEE TRANSACTIONS ON SERVICES COMPUTING, VOL. 16, NO. 4, JULY/AUGUST 2023

As the same as case c), there are also three potential optimal
solutions in this case: solution(a), solution(b), and solution(c).
For solution(a),

cost(a) = λ + λ +
2λ

μmax
μmin + β − 2λ > β, (24)

for solution(b), cost(b) = β. And for solution(c), we have

cost(c) = 2λ + μmax
β − 2λ

μmin
> β (25)

Apparently, the optimal solution is solution(b) with the min-
imum cost β. Therefore, the competitive ratio is :

c.r. =
2λ + λ + β − 2λ + β

β
= 2 +

λ

β
< 2 +

λ

2λ
= 2.5

(26)
To sum up, for all the requests in R, the overall competitive

ratio is

C.R. =

∑k1 μiΔt+
∑k2(λ + λ) +

∑k3(β + β)∑k1 μiΔt+
∑k2 λ +

∑k3 β +
∑k4 β

+

∑k4(2λ + λ + β − 2λ + β)∑k1 μiΔt+
∑k2 λ +

∑k3 β +
∑k4 β

=
(2k1μiΔt+ 2k2λ + 2k3β + 2k4β) + k4λ − k1μiΔt

k1μiΔt+ k2λ + k3β + k4β

≤ 2 +
k4λ − k1μiΔt

k4β + k1μiΔt

≤ 2 +
1
2k4β − k1μiΔt

k4β + k1μiΔt

= 2.5− 3(k1μiΔt)

2(k4β + k1μiΔt)
≤ 2.5 (27)

Besides, we analyze the lower bound of this online problem
closely and introduce the following theorem:

Theorem 5. The competitive ratio of the online DNN model
sharing problem is at least 2 for any deterministic online algo-
rithm.

Proof. Assume there is an adaptive adversary that produces
a synchronization request sequence and tries to mislead the
online algorithm and make its competitive ratio worse. For any
deterministic online algorithm A, the adversary can construct
a sequence to counter the online algorithm. To construct the
worst case, we assume that all the requests occur on smin. In
this case, all algorithms could only lever caching and pulling to
serve requests instead of transferring.

It is reasonable to assume the caching cost of A is h after
the i-th request is satisfied, and the adversary makes a follow-up
request at time h

μmin
+ τ , where τ is a very tiny interval. When

h < β, we have:

c.r. =
h+ β

h
>

2h
h

= 2 (28)

Similarly, when h ≥ β, we have:

c.r. =
h+ β

β
≥ 2β

β
= 2 (29)

Let hs be any caching cost ofA after request ri is satisfied in the
case h < β, and hl for h ≥ β correspondingly. Suppose there
aremhs andnhl for a request sequenceR, then the competitive
ratio is:

C.R. =

∑m(β + hs)+
∑n(β+hl)∑m(hs)+
∑n(β)

≥
∑m(β+hs) + 2nβ∑m(hs) + nβ

>
2mhs + 2nβ

mhs + nβ
>

2mhs + 2nhs

mhs + nhs
= 2 (30)

In summary, we construct a worst-case where any online algo-
rithm cannot attain a competitive ratio of more than 2. Therefore,
we declare that the lower bound on the problem is 2, as well as
conclude the theorem.

This theorem shows the high values of our algorithm in
practical uses.

C. Cloud-Edge Model Synchronization

According to the system model, the cloud center would
proactively notify an edge server to download the latest updated
model for serving its syn-requests upon the completion of its
training phase. In this section, we will introduce how to extend
the off-line and online algorithm to support such update requests.

1) Preliminary: For a periodically updated model, we can
specify the proactive notifications issued by the cloud center
as a notification sequence, denoted by U = {u1,u2, . . .,uk},
where notification ui is made by the cloud center s0 at time
instance ti. The notified server first pulls the updated model
from the cloud, then passes it to other servers via transferring to
serve the requests from mobile devices in the sequel.

2) Extended Off-Line Algorithm: Note that all requests, as
well as updates, are given in advance, in the off-line mode. Given
the deduced update sequence U , we can derive an optimal off-
line algorithm to support the updates based on the proposed
off-line algorithm in Section IV-A.

As the same as ri, ui = (ei, ti), ei represents the server that
needs to be updated, and ti denotes the corresponding time. It is
natural to assume that there is an update u0 before the request
sequence R. And R can be divided into multiple sub-sequences
combined with the update sequence. The request sequence with
updates can be denoted as follow:

R∪ U = {u0, r0, . . ., ru1
} ∪ {u1, ru1+1, . . ., ru2

}
∪ · · · ∪ {uk, . . ., rn}

To deal with the request sequence with updates in off-line form,
an intuitive and reasonable idea is to leverage the proposed
off-line algorithm on each sub-sequence separately, which ob-
viously leads to the optimal solution. Therefore, the extension
of the off-line algorithm is to decompose the request sequence
concerning the update time and solve the sub-sequence sepa-
rately.

3) Extended Online Algorithm: In the online version, it is
reasonable to assume that updates only occur on servers with ac-
tive caches for the availability guarantee. Besides, this assump-
tion would not affect the discussion in terms of the competitive
ratio.
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Fig. 11. When the update operation occurs on sq , the models on other edge
servers (sm, sk) will be deleted, and the subsequent requests on other edge
servers are satisfied via transferring or pulling.

We make the following extension to the online algorithm
to handle updates: once the update operation occurs on sq ,
the algorithm must expire other stored models on edge servers
(sm �= sq) right now. As shown in Fig. 11, the stored model on
sm and sk should be deleted when the update has happened on
sq .

Theorem 6. The extended online algorithm with update op-
eration is 2.5-competitive.

Proof. In the case of c = 1, since the cost of deleting is neg-
ligible, the update operation brings barely any extra cost when
there is only one active cache. In contrast, it is a non-trivial case
when c �= 1, because the occurred updating results in deleting
on c− 1 active servers, bringing about a change in the cost
of subsequent requests. It can be found that when subsequent
requests are supposed to be served by caching, inserting an
update operation would force them to be served by transferring
or pulling. Analyses conducted on caching in this case is shown
as follow:

c.r. =
λ − μiΔt′ + λ

λ
< lim

Δt′→0

λ − μiΔt′ + λ

λ
=

2λ

λ
= 2

(31)
here, Δt′ is the offset between the time updating occurred and
the time the cache should be deleted originally. Note that the
update does not affect the cost of this algorithm when c = 1.
And the competitive ratio of the algorithm when c �= 1 has been
proved to be less than 2. Thus, the competitive ratio of the entire
algorithm is still 2.5.

In summary, by considering the pulling and transferring op-
erations in the model sharing problem, we discussed the rela-
tionships between β and λ and proposed online algorithms for
three cases, respectively. We also analyzed and proved that the
presented algorithms could achieve a competitive ratio of 2.5,
even combined with update operations.

V. EVALUATION

We conducted experiments to evaluate the actual performance
of the designed algorithms and validate the proposed theorems.
The simulator efficiently implements the proposed algorithms
and the model upon which the algorithms are built.

A. Experimental Setup

We investigated a practical scenario where the user per-
forms DNN inference (e.g., image recognition, voice input, etc.)
through a mobile device while the DNN training is deployed
in the cloud center. When users need to update the model,

they can synchronize it through edge servers provided by the
cloud service provider (e.g., Amazon Web Services, AWS3).
Considering the charging mechanism of cloud service providers,
we hope to turn down the model serving service when there is
no user synchronization to reduce storage and communication
costs.

Dataset. We adopted a public open international mobile net-
work dataset as the experimental trace data [34]. The dataset
tracks mobile users’ access to web services and is collected
by the MONROE platform spanning six countries, 27 mobile
network operators, and 120 measurement nodes. We sampled
7000 records from it to simulate the model synchronizations.
As a simulation of workloads, we leveraged the CIFAR-10 [35]
as the training and test dataset.

Baselines. For convenience, we named the proposed off-
line and online algorithms as DTSharing and OTSharing, re-
spectively, and compared them with the off-line Greedy and
online Active Caching with 3-competitive ratio (AC3) algo-
rithms developed in [36]. In particular, we used UOTShar-
ing to denote the OTShring algorithm with an active up-
date mechanism. To this end, we stipulated that the training
and updates of the DNN model are performed every 500 re-
quests. In addition, we took a DNN model ResNet50 as the
workload.

Parameters. We took the billing policy of AWS as a reference
to model the cache cost of servers. For instance, “m4.xlarge”
costs 48¢ per hour (i.e., 0.8¢ per minute) [37]. Therefore, we
set the unit cache cost of edge servers as a uniform distribution
μi U [0.4, 1.6]. Similarly, we made AWS data transfer price as
the cost of data transmission in the simulation, which takes
approximately 14¢ per GB transfer out to the Internet and 6¢ per
GB between regions within Asia [38]. The size of a pre-trained
ResNet50 model is 102 MB, which means that the transmission
and pull costs are approximately 1.4¢ and 0.6¢ respectively
(β = 1.4, λ = 0.6).

Moreover, we defined the performance ratio as ρ =
C(A/)C(DTSharing), which is used to measure the cost-
efficiency of algorithms. Obviously, the lower the performance
ratio (approx to 1) of an algorithm, its cost is more approx to
the optimal (i.e., the cost of DTSharing), which indicates better
performance.

Regarding the hardware of the platform, we treated Raspberry
Pi 4b as the edge servers, Tesla-V100 as the cloud center, and
leveraged PyTorch for DNN training and inference.

B. The Off-Line Algorithm

To validate the correctness and performance of the off-line
algorithm, we designed a greedy algorithm Greedy as a baseline
for comparison. The main idea of the greedy algorithm is to start
with the last request of all edge servers and find a path with the
lowest cost as the solution. The time complexity of the greedy
algorithm is O(mn).

First, we investigated the performance of DTSharing and
Greedy by calculating the performance ratio, which is defined

3https://aws.amazon.com
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Fig. 12. Performance of the compared algorithms.

Fig. 13. Distribution of the speedup ratio of the greedy algorithm, representing
the comparison of the running time of the two algorithms. The x-axis is the
speedup ratio, and the y-axis is the density of the speed ratio.

by the cost of Greedy over the cost of DTSharing. As shown
in Fig. 12(a), in all our experiments with different model sizes,
the performance ratios are more significant than 1, indicating
DTSharing is better than Greedy. Moreover, the ratio of Greedy
gradually rises with the increase of the model size, indicating that
the performance of Greedy gets worse as the model increases.

Afterward, we compared the running time of the algorithms
and took the speedup ratio (i.e., the running time of DTSharing
over the running time of Greedy) as a metric. To this end, we
sampled the request sequence to investigate that the running
time varies with the number of sampled requests (n) with an
increment of every 100 samples. As shown in Fig. 12(b), the
running times of both algorithms grow up linearly with the
increasing number of requests, which is consistent with the
complexity we analyzed.

Since the number of edge servers (m) is fixed, the speedup
ratio of the greedy algorithm should be a constant from our
proposition in complexity analysis. The distribution of the
speedup ratios is demonstrated in Fig. 13, which is circa 15×,
implying that the speedup ratio is stable even though the number
of requests is changed. This illustrates that DTSharing only takes
a constant multiply of the time over Greedy to attain the optimal
solution.

C. The Online Algorithm

With the optimal cost achieved by DTSharing, we studied
the cost-efficiency of both OTSharing and UOTSharing. We
first investigated the impact of different DNN models, then

Fig. 14. Performance ratio changes with respect to different model sizes. A
lower ratio is better than a higher one, implying more cost-efficient.

Fig. 15. The cost of request sequence is changed with respect to model size in
different algorithms. The total cost consists of three parts–caching, transferring,
and pulling cost, and the breakdowns of each bar correspond to these three parts
from the bottom to the top.

examined their performance by changing the model size from
50 MB to 300 MB, and letting λ and β vary with the model size
correspondingly.

As shown in Fig. 14, the performance ratios of the compared
algorithms increase moderately but eventually flatten out as the
DNN model size grows. This observation is consistent with our
expectation that the performance ratios gradually converge to a
constant, demonstrating that the online algorithm’s competitive
ratio (performance ratio) is bounded. Meanwhile, it is worth
noting that the performance of OTSharing is always slightly
better than AC3 (the lower, the better). Regarding the descent
issue of the UOTSharing’s performance as the model size in-
creases, we speculated that since the period pulling brought by
the update sequence, the costs of transfer and pull are increased
correspondingly. For deep insight, we decomposed the cost
composition of different algorithms as shown in Fig. 15.

The bar diagram in Fig. 15 illustrates how the cost is profiled
for all the investigated algorithms. We can find that a large model
would lead to a significant increase in the proportion of pulling
and transferring in UOTSharing, which is consistent with our
speculation. On the contrary, the edge servers perform pulling
barely in OTSharing, and cache cost accounts for a higher pro-
portion than other algorithms. Due to the total cost of OTSharing
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Fig. 16. The number of requests to retrieve the newest trained ResNet50 model,
and the corresponding accuracy of the retrieved models on CIFAR-10 in different
algorithms.

being the lowest, the cache in OTSharing is significantly more
cost-efficient.

Despite reducing the use of pulling results in higher cost
efficiency, the frequency of model updating is also reduced,
which would affect the accuracy of the inference. To compare
the accuracy of baselines, we constructed an experiment by
leveraging ResNet50 [39] to classify the CIFAR-10 dataset. To
emulate the ICIE architecture, we opted to attach a photo to each
request for inference. Afterward, devices transmit the photo to
the cloud center, where the pre-trained ResNet-50 resides. The
GPU trains one epoch with every 500 new data pieces (500
requests) received. Upon completion of the training, the updated
model can be retrieved by means of a pull, resulting in improved
accuracy compared to the outdated model in practice.

The numerical results are shown in Fig. 16. First, we in-
vestigated the number of requests retrieved after the current
latest model was constructed, which means that these requests
occurred after a pull and before the next training. As illustrated
in Fig. 16(a), it is evident that all the requests in UOTSharing
can be satisfied by the latest model, while OTSharing almost
takes the expired model. As such, an intuitive and reasonable
conjecture is that the accuracy of OTSharing should be lower
than others, and UOTSharing should exhibit the best. This
conclusion is confirmed by Fig. 16(b). Although the accuracies
of the algorithms are the same initially, with the leverage of the
pull, the accuracy of UOTSharing is significantly higher than
the others. Therefore, it can be concluded that the UOTSharing
with the update mechanism is superior to AC3 in terms of cost
efficiency and model update frequency (which directly affects
the accuracy).

VI. RELATED WORK

Currently, many mainstream model serving platforms (e.g.,
TensorFlow Serving [15], SageMaker [16], and DLHub [17]) fo-
cus mainly on serving the inference tasks by efficiently schedul-
ing server-side resources [15], [16], [17]. In contrast, we con-
centrate on model sharing in this paper, which is often dedicated
to model serving for providing mobile users with on-demand
model inference-based applications in a cost-efficient way. Liu
et al. [40] studied federated reinforcement learning in a cloud
robotic system by using model sharing to achieve knowledge
transfer among different robots. In contrast, Jiang et al. [41]

presented a model sharing framework in the edge to facilitate
cross-domain object detection in autonomous driving. Though
oriented to the edge, unlike this study, we paid more attention
to exploiting the edge server as a cache in a cost-efficient way,
rather than computing resources as mentioned in [40], [41].

In comparison to our work, some studies also take the net-
worked edge servers as caches for data or knowledge shar-
ing. For example, Guo et al. [42] developed an intelligence-
sharing vehicular network for sharing the knowledge acquired
from DNN in MEC-enabled vehicular networks. As with our
serving framework, the network can transfer the established
model trained at the cloud center to the edge servers if nec-
essary. However, most of these studies mainly focus on the
mechanism of model sharing, instead of the cost issue we
concerned.

In spirit, the model sharing in our problem has some sim-
ilarities with the data sharing in CDN [20]. Huang et al. [43]
formalized the data sharing problem as a multiple Connected Fa-
cility Location problem [44] and developed a 6.55-approximate
algorithm to solve the fairness of this problem while Luo et
al. [45] studied the problem in edge settings, and proposed an
approximate balanced greedy algorithm to make the content
distribution more balanced. Both algorithms are off-line, each
with its own goal, lacking the notion of online for cost reduction
as in our case.

Wang et al. [30] proposed a homogeneous cost model for
data sharing in the cloud, thereby presenting an efficient off-line
optimal algorithm and a 3-competitive online algorithm to re-
duce the overall sharing cost. We improved their cost model to
a semi-homogeneous one whereby the model sharing, together
with its off-line and online algorithms for cost reduction, is de-
ployed in the edge network. In addition, to adapt the algorithms
to the model sharing scenario, we took both pulling and update
mechanisms into account, making the problem more compli-
cated than the previous. On this basis, we designed an online
algorithm that is better than the original (lower competitive ratio)
and conducted experimental comparisons.

In addition to the foregoing related studies, there are also
some learning-based methods, which focus on the problem
related to ours [18], [19], [46], [47]. For example, Yang et
al. [46], [47] proposed a multi-task framework to address the
resource allocation and offloading decision issues in the MEC
networks. However, these methods are beyond the scope of our
consideration as they cannot provide theoretical guarantees for
the performance to deal with our sharing problem.

VII. CONCLUSION

In this paper, we investigated the cost-efficient model sharing
algorithms for the DNN serving in the edge network. We first
formulated the problem and analyzed its complexity. Then based
on a semi-homogeneous cost model, we proposed a O(m2n)
(which can be reduced to O(m logm n) with a well-designed
data structure) optimal algorithm for its off-line case and a
2.5-competitive algorithm for its online case, respectively. To
evaluate the quality of the competitive ratio, we also proved
a lower bound of 2 based on the same cost model for any
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deterministic online algorithm. We also considered the up-
date operations and designed off-line and online algorithms
supporting the update mechanism. We achieved these results
with our in-depth insights and careful analysis of this problem.
Finally, we validated our algorithms through a trace-based simu-
lation study. Again, although the DNN is a concern in this paper,
the proposed algorithms are generic and simple enough to adapt
to other appropriate content delivery-like scenarios.

In summary, the off-line algorithm is optimal in service cost
minimization but only practical in some instances, while the
online algorithm is sub-optimal but more practical in reality.
In addition, Although both off-line and online algorithms are
efficient, they are under global control, which could be deemed
as the major limitation in the current design. We plan to design
the distributed version in our near future work. Meantime, to
align with the characteristics of DNN training, we are also
contemplating an integration of a penalty mechanism into the
synchronization process, with the aim of increasing accuracy
while preserving the cost of the end devices.
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